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Highlights

- CDS malfunctions are common and may go undetected for long periods of time, putting patients at risk. Institutions have inadequate tools and processes to detect and prevent malfunctions.

- Experts identified, evaluated and prioritized 47 best practices for preventing CDS malfunctions in 7 categories: knowledge management, designing and specifying, building, testing, deployment, monitoring and feedback, and people and governance.

- Experts also pointed to the issue of shared responsibility between the healthcare organization and the electronic health record vendor.

Abstract

**Objective:** Developing effective and reliable rule-based clinical decision support (CDS) alerts and reminders is challenging. Using a previously developed taxonomy for alert malfunctions, we identified best practices for developing, testing, implementing, and maintaining alerts and avoiding malfunctions.

**Materials and Methods:** We identified 72 initial practices from the literature, interviews with subject matter experts, and prior research. To refine, enrich, and prioritize the list of practices, we used the Delphi method with two rounds of consensus-building and refinement. We used a larger than normal panel of experts to include a wide representation of CDS subject matter experts from various disciplines.
Results: 28 experts completed Round 1 and 25 completed Round 2. Round 1 narrowed the list to 47 best practices in 7 categories: knowledge management, designing and specifying, building, testing, deployment, monitoring and feedback, and people and governance. Round 2 developed consensus on the importance and feasibility of each best practice.

Discussion: The Delphi panel identified a range of best practices that may help to improve implementation of rule-based CDS and avert malfunctions. Due to limitations on resources and personnel, not everyone can implement all best practices. The most robust processes require investing in a data warehouse. Experts also pointed to the issue of shared responsibility between the healthcare organization and the electronic health record vendor.

Conclusion: These 47 best practices represent an ideal situation. The research identifies the balance between importance and difficulty, highlights the challenges faced by organizations seeking to implement CDS, and describes several opportunities for future research to reduce alert malfunctions.

Keywords: clinical decision support; electronic health records; safety; best practices

1 Background

In 2007, AMIA published “A Roadmap for National Action on Clinical Decision Support” [1]. The roadmap defined clinical decision support (CDS) as systems which provide “clinicians, staff, patients, or other individuals with knowledge and person-specific information, intelligently filtered or presented at appropriate times, to enhance health and health care” and, further, that such a system “encompasses a
variety of tools and interventions such as computerized alerts and reminders, clinical guidelines, order sets, patient data reports and dashboards, documentation templates, diagnostic support, and clinical workflow tools” [1 p.141].

Since that seminal paper was published, studies of CDS systems have shown that they can improve quality and safety and reduce costs [2-10]. However, it has also been shown that developing and maintaining CDS systems can be costly, time-consuming and complex [11-25].

As part of a larger project on CDS malfunctions, we have previously described different malfunctions in CDS systems [26-29], with a particular focus on rule-based alerts and reminders. We define a CDS malfunction as “an event where a CDS intervention does not work as designed or expected” [30]. Following our identification of four malfunctions in rule-based CDS alerts at the Brigham and Women’s Hospital (BWH) [29], we conducted a large mixed-methods study that included: site visits, interviews with CDS developers and managers, a survey of physician informaticists, and statistical analyses of CDS alert firing and override rates, all with a goal of identifying additional examples of CDS alert malfunctions [30]. Using these methods, we identified and investigated 68 alert malfunctions that occurred at 14 different healthcare provider organizations in the United States, using a wide variety of commercial and self-developed electronic health record (EHR) systems. We also asked informants at each site about best practices for preventing malfunctions, including those already in use and those being contemplated.

One result of these efforts was the development of a taxonomy of malfunctions in CDS alerts. The taxonomy was organized under four axes: the cause of the malfunction, its mode of discovery, when it began, and how it affected alert firing [30]. The taxonomy is reproduced in Figure 1.

After identifying and classifying the causes and effects of CDS alert malfunctions within a taxonomy, we turned our attention to strategies that represent best practices for preventing and
detecting CDS alert malfunctions. In this paper, we present the results of a rigorous Delphi study of approaches for preventing, detecting and mitigating such malfunctions. This work is a continuation of our prior work on CDS malfunctions.

**Figure 1: Taxonomy of Clinical Decision Support Malfunctions** (reproduced with permission from Wright A, Ai A, Ash J et al. Clinical decision support alert malfunctions: analysis and empirically derived taxonomy. *Journal of the American Medical Informatics Association*. 2017 Oct 16.)

### Axis 1: What caused the malfunction?
- **Build error**: The clinical conceptualization and design of the rule were sound, but there was an error building the rule that caused it to malfunction
- **Conceptualization error**: There was an error in the clinical conceptualization of the rule which, when implemented, led to a malfunction
- **New code, concept or term introduced, but rule not updated**: A new item was added to one of the data dictionaries used to encode clinical concepts within the EHR’s database
- **Defect in EHR software**: There is a programming error in the source code of the EHR which causes the EHR to function other than as designed or documented and this error causes CDS to malfunction
- **Environment migration**: Moving the rules from one environment to the other (e.g., test to production) leads to a malfunction
- **New value**: The set of allowable values or the meaning of the values of a coded concept is changed
- **Alert text mismatch**: The text displayed by the rule and the logic of the rule do not match
- **External service issue**: An external software routine that is used in CDS either fails to function or cannot be reached, creating an error
- **Inadvertent enabling/disabling**: A rule in the production environment is inappropriately enabled or disabled
- **Unaware of component reuse**: A “building block” for CDS, such as a criteria specification or a value set is reused in multiple rules and a knowledge engineer modifies it intending to change one rule, but inadvertently also causes a change in another rule that uses the same component

### Axis 2: How was the malfunction discovered?
- **Reported by an end user**: A user notifies the help desk, files a safety report or directly contacts the team responsible for CDS
- **Review of firing data**: Retrospective examination of system-generated alert firing logs reveals anomalies (unusual patterns, such as large spikes or no firings for a long period of time)
- **Review of override reasons**: Retrospective examination of user-entered alert override reasons
- **Testing**: Testing of CDS revealed malfunctions
- **Review of input data element usage**: Reviewing changes in the pattern of use of data elements that are used by the rule logic (e.g., orderable items or lab result)
- **Demonstration of system**: An error was identified while demonstrating how the system worked
- **Found while investigating other error**: Malfunction in one rule found incidentally while investigating an error in another rule

### Axis 3: When did the malfunction start?
- **From its implementation in production**: Rule never fired correctly in production environment
- **After deployment into production**: Rule initially worked correctly, but began to fail at some later point

### Axis 4: What was the effect of the malfunction on rule firing?
- **Rule fires in situations where it should not fire**: Rule fires for patients that do not meet the intended criteria
• **Rule does not fire in situations where it should:** Rule fails to fire for all patients, or a subset, that do, in fact, meet the intended criteria.

• **Rule fires in the correct situations, but suggests the wrong action or displays the wrong text:** The rule fires for the correct patients, but the display text of the rule, or the actions that it offered, are incongruent with its purpose.

• **Rule fires in the correct situation, but causes the EHR to operate slowly:** The EHR operates more slowly due to an issue with the way the CDS logic is constructed (commonly because it fetches too much data, or depends on an external service which is slow).

2 Methods

2.1 Initial Identification of Best Practices

To identify best practices, we began by reviewing transcripts and field notes from our mixed-methods study [30]. We also analyzed our database of 68 CDS alert malfunctions to identify practices that might have prevented each malfunction. The five core research team members did this by meeting and discussing each malfunction, brainstorming possible practices for prevention of that particular malfunction, and reaching consensus on the most important best practices.

In many cases, a practice which had already been described by an interview subject in the mixed-methods study could have prevented the malfunction. In other cases, none of the practices provided by interview subjects would have prevented the malfunction, but another method was identified through existing recommendations in the literature or brainstorming and discussion by members of our research team.

2.2 Expert Consensus Development Using a Modified Delphi Method

2.2.1 Delphi Method Overview

To refine, enrich and prioritize the list of practices, we selected the Delphi method [31]. The Delphi method is one of several expert consensus methods, along with the nominal group technique and consensus development conferences [32]. The Delphi method was developed by the RAND Corporation.
under the name “Project Delphi”, an allusion to the Oracle at Delphi which prophesied the future. In 1951, RAND conducted a classified experiment using the Delphi method for the United States Air Force to assess the number of bombs that would be needed in a hypothetical war between the United States and the Soviet Union. The results of the experiment were originally classified, but were declassified in 1963 [33].

The Delphi method has been described in detail in many articles [31, 33-35]. Briefly, a Delphi study uses a panel of experts who answer questionnaires in two or more rounds. Between each round, the facilitator shares anonymous feedback from the experts and develops a revised questionnaire which takes the expert feedback into account [31]. The goal of the Delphi method is that the experts will reach a consensus that is more accurate than any of their original perspectives. Moreover, since the process is anonymous and asynchronous, it is less likely to be dominated by particularly vocal or persuasive experts, allowing each expert to share his or her perspective without being influenced by the other experts.

The method has been used widely in clinical guideline development, public health and healthcare applications [36-46]. It has also been effective in informatics research [47, 48]. We selected it for our study because of its strong performance and the fact that it did not require in-person collaboration, given that our experts were geographically distributed.

2.2.2 Survey Development

We used a web based data collection platform for administering each round of our Delphi study. After completing the qualitative study and database analysis described above, our research team identified an initial list of practices and sorted them into categories. A prototype of the Round 1 survey instrument was developed using this list. The instrument was presented to pilot testers (members of the research team and additional experts) who agreed to provide early feedback as pilot users of the
collection instrument. After pilot testing, the research team revised the survey instrument, eliminated or consolidated some best practices and modified others to create the final survey instrument used in Round 1. A similar process was used after Round 1 to develop the Round 2 survey instrument. Our study was reviewed by the Partners HealthCare Human Subjects Committee, which found it to be exempt.

2.2.3 Expert Panel

To begin our Delphi process, we identified 36 experts through a literature search and expert nomination process representing five areas of EHR and CDS expertise:

1. Representatives of medical specialty societies and policymakers involved in CDS
2. Employees of EHR software vendors who focus on CDS
3. Employees of clinical content vendors (including online medical references, drug compendia and providers of ready-made CDS content)
4. Biomedical informaticians who conduct research on CDS
5. Applied clinical informatics specialists who develop and manage CDS in healthcare organizations

To form our expert panel, we contacted potential experts by email, and personally invited them to participate in the study. Those who agreed received two rounds of surveys to complete. Many Delphi studies use only a few experts (from 6 to 12), but we felt that representation from each of the five groups was critical, so we invited several experts in each category.

2.3 Delphi Round 1

In Round 1, each category of best practice items was presented as one screen in the survey, and respondents could freely move forward and backward between the screens. For each practice, the experts were asked to indicate “whether you think the item should be included on a list of best practices to prevent CDS malfunctions” by selecting one of five responses: “Keep,” “Leaning toward keep,”
“Leaning toward delete,” “Delete,” or “I don’t understand what this means.” Respondents were able to provide open-ended feedback about each item. On each screen, respondents were also asked to list additional practices in the category that were not included, and to give additional comments or feedback about the items on the screen. General feedback about the survey was solicited on the final screen. Experts were asked to focus on the value of each practice and were informed that feasibility would be evaluated in Round 2.

2.4 Delphi Round 2

In Round 2, experts were asked to rate each practice in terms of importance. A five-point Likert scale was used, with responses ranging from “Not at all important” to “Very important.” Additionally, experts were asked to rate “how difficult or easy you believe it would be to implement the best practice based on your experience.” A five-point Likert scale was used, with responses ranging from “Very difficult” to “Very easy.” For both questions, experts were instructed to “imagine you are answering for a hypothetical, well-resourced organization.” Because the goal of Round 2 was to rank the existing list, rather than to revise it, experts were not asked to provide open-ended feedback about each item as in Round 1. There was, however, room for open-ended feedback at the end of each category and at the end of the survey.

2.5 Data Analysis

Analysis of the Round 1 results consisted of meetings of 5 researchers discussing each item and respondent comments to reach consensus on keeping, eliminating, merging, or modifying each best practice. Once the Round 2 responses were collected, the importance and difficulty scores were averaged over all respondents for each item. Best practice items were sorted by mean importance in decreasing order. Each item was assigned a difficulty rating of one, two or three depending on the difficulty ratings provided by the experts. A rating of three dots (see Table 1) indicates the item was
thought to be relatively difficult, receiving a mean ease score up to 2.5; a rating of two indicates the item was thought to be moderately difficult, receiving a mean ease score between 2.5 and 3.5; and a rating of one indicates the practice was thought to be relatively easy, receiving a mean ease score 3.5 or greater.

Qualitative data analysis of comments provided by experts was conducted using a grounded hermeneutic approach [49, 50].

3 Results

After completing pilot testing of the initial list of 72 best practices in 9 categories, our core team eliminated seven practices (primarily because they were duplicates of other practices, or because of poor ratings during internal pilot testing), revised 12 for clarity and specificity, added 1 item, and eliminated 1 category (moving the practices it contained to other categories). The final survey instrument used in Round 1 contained 66 best practice items in 8 categories.

Of the 36 experts we invited to participate in the study, 32 agreed to participate and four declined (three because they were too busy, and one because of technical issues with the survey software). Of the 32 experts who agreed to participate as experts in Round 1, 28 completed the Round 1 survey.

After reviewing and summarizing the feedback from the 28 Round 1 experts, the research team eliminated 19 additional practices, revised 37 for specificity or clarity, and eliminated 1 category. We then developed and pilot tested the survey instrument which was used for Round 2. The final survey instrument used in Round 2 contained 47 best practice items in 7 categories.
Of the 28 experts who completed the Round 1 survey, 1 was recruited to be an additional pilot tester for Round 2. The remaining 27 were invited to complete the Round 2 survey. Of the 27 experts invited to complete Round 2, 25 of them completed it.

After collecting Round 2 responses, the results of Round 2 were analyzed as described above. The final results are shown in Tables 1-3.

3.1 Pre-Implementation Best Practices

Table 1 shows best practices from the pre-implementation phases of CDS alerts. This phase included practices for knowledge management, the design and specification of CDS, building CDS alerts in an EHR, and testing these alerts, both prior to go-live and once it has gone live in production [51]. The sequence of the best practices is in descending order of the mean importance scores across all respondents, but because some practices were eliminated during prior rounds, all practices in the tables should be considered reasonably important. The pre-implementation best practices phase is the largest, with 26 listed in it vs. 16 for deploying and monitoring and 6 for people and governance. The main emphasis of the 26 pre-implementation practices is organization of processes to assure that the CDS is accurate and useful.

3.2 Deployment, Monitoring and Feedback Best Practices

Table 2 summarizes the best practices identified for deploying CDS alerts, as well as for monitoring alerts and collecting feedback from end users. While Table 1 lists practices that lay the groundwork for assuring implementation of high quality alerts, Table 2 lists the best practices the expert panel thought help sites to identify and mitigate malfunctions.
3.3 People and Governance Best Practices

Table 3 shows the identified best practices for people and governance. These practices are presented in a separate table, as they span the pre- and post-implementation phases of the CDS alert lifecycle.

Figure 2 presents a scatter plot of all the best practices, grouped by category. The items were grouped close together and tended to be considered important and moderately difficult to implement. Items in the upper right of the figure represent items that were on average considered more important and easier to implement (although at any one organization, the importance and ease of an item may vary depending on needs and resources).
3.4 Qualitative Results

In addition to providing scores for importance and difficulty, the Delphi experts provided rich feedback on many of the items, and on the survey as a whole.

Many comments provided by the experts related to the challenge of assessing the importance and difficulty of the items in a general context. The experts noted that the degree of difficulty of some of the best practices depends on the EHR an organization uses. For example, some commercial EHRs have tools for migrating CDS alert content between environments – a best practice – while others require alert developers to rebuild content in each environment. Experts also indicated that some best practices, such as maintaining a detailed inventory of CDS alerts, matter more in organizations that have
a large number of CDS interventions or artifacts and are less important when the size of the CDS alert inventory is smaller. The experts also pointed out that some best practices (particularly those related to knowledge management and testing) are easier for organizations with a larger and more experienced knowledge management staff and would be more difficult in organizations without such staff.

Experts also noted that not all practices need to be used for all types of alerts. For example, a detailed specification and thorough testing would be necessary for a complex sepsis identification alert, but might be excessive for a simple reminder to weigh a patient at each visit.

Several best practices involved correlation of alerts using data from an organization’s data warehouse, including using the data warehouse to assess how often an alert will fire, to identify situations where an alert was expected to fire but did not, or to monitor the effects of the CDS. Many experts rated these approaches very highly, but some thought they were “overkill” or not feasible for all but the largest organizations.

One key issue that was raised several times was the issue of shared responsibility [52, 53]. Although malfunction-free alerting is ultimately the responsibility of the healthcare organization implementing the alerting system, EHR and clinical content vendors can provide tools and guidance to help system implementers. Our experts thought that vendors should provide better tools for testing and deploying CDS alerts and for monitoring their use.

4 Discussion

Based on this feedback, we recommend that organizations carefully consider their local context and resources as they identify and prioritize best practices to adopt.

As the experts noted, not all practices are needed for all types of alerts. Organizations adopting these best practices should be thoughtful about the extent to which each best practice is used, and
whether it is used uniformly, or only for certain kinds of alerts. We also recommend that organizations that plan to offer a robust CDS alerting program strongly consider investing in a data warehouse and use it to inform the alert development process. Some EHRs also offer more direct links between their data warehouse and CDS alerts by, for example, allowing knowledge engineers to find patients in the data warehouse for which a particular CDS alert would fire or, conversely, allowing knowledge engineers to construct a data warehouse query that identifies a cohort of patients, and then to reuse the logic or results of the query to trigger CDS alerts. We consider these features to be useful and encourage EHR vendors to make them available.

The experts also raised the issue of shared responsibility. Although we believe that healthcare provider organizations are ultimately responsible for the quality of their CDS alerts, EHR vendors play an important role in facilitating success. At a minimum, EHR vendors should provide robust tools for building, maintaining, monitoring and evaluating CDS alerts, as well as thorough documentation and responsive technical support. EHR vendors should also consider providing their customers implementation and analysis services, or at least advice, relating to CDS alerts. Practically, EHR vendors should provide tools that allow for direct migration of CDS alert content between EHR system environments, and should also provide easy methods for viewing and exporting alert logic, evaluating the effectiveness of alerts, and detecting potential issues or anomalies with alerts. On the other hand, healthcare provider organizations should ensure that their staff are knowledgeable and properly trained and certified before allowing them to build alerts, should perform appropriate analysis, quality assurance and monitoring on CDS interventions, and should be responsive to user feedback. An important implication is that many health information technology departments are understaffed for CDS alert work – a finding echoed by a recent study on informatics staffing at critical-access hospitals[54].

Many of the best practices identified represent ideal situations, and no organization we encountered implements all of them. They point to numerous opportunities for future research in
minimizing alert malfunctions and improving CDS reliability. Some of these were considered too novel to be included as best practices at present, but likely to be beneficial if research proves their feasibility and utility. The first opportunity is the development of dependency management tools to identify and mitigate the effects of changes in related clinical systems. For example, a tool that identifies all alerts that depend on a specified medication code could be used to automatically notify personnel about alerts that need to be updated when a medication code is changed or deleted in the medication dictionary, or when a new code is added which contains medications similar (e.g., in the same therapeutic category) to those in existing rules. Without this kind of tool, both the medication knowledge engineer and the owners of impacted alerts may not even be aware that an alert has been affected by the medication dictionary change. The panel of experts also identified research on tools for automated testing of alerts to be a high research priority.

Our study has several strengths. First, it draws on the collective experience of diverse sites across the country and the expertise of a diverse range of experts from across the CDS alerting landscape. It also used a rigorous Delphi method to identify and prioritize best practices. It also has several limitations. First, all sites and experts in the study were based in the United States. Although we anticipate that the findings would apply internationally (in part because some of the EHR and content vendors represented have been implemented internationally), we have not assessed this hypothesis, which is a ripe opportunity for future work. We asked the experts to adopt the perspective of a “hypothetical well-resourced organization,” but it is likely that the importance and difficulty of some best practices vary depending on the size and experience of an organization and its knowledge management resources, as well as the amount of CDS the organization uses, and the extent to which it develops it in-house or purchases it. The Delphi method is not well-suited to studying the influence of these variables; a larger survey would be required – also an opportunity for future work.
Another issue that came up during the Delphi discussions was the scope of a malfunction. Some cases, such as when a correctly-designed CDS alert stops firing due to a software upgrade, are clearly malfunctions. In other cases, the alert is functioning as designed, and the design is largely reasonable, but there are still opportunities to optimize its logic and function. In other cases, the alert is working as well as it possibly could, but focuses on an unimportant topic, causing users to perceive it as distracting.

In our Delphi, we asked the expert to consider events “where a CDS intervention does not work as designed or expected” as malfunctions. However, just because a particular alert is free from malfunctions does not mean that it is necessary reliable or effective in improving quality of care. We believe that, taken together, the best practices we outlined should promote reliability and effectiveness of alerts; however, the focus of the Delphi was on malfunctions, so additional best practices may be useful for dealing with issues of alert reliability and effectiveness beyond malfunctions.

As the capabilities of alerting within all types of health care organizations increase along with the optimization of electronic health record systems, more of the best practices listed in Tables 1 to 3 will need to be seriously considered and eventually implemented. Organizations must be willing to devote increasing resources to this effort and vendors must help customers by providing more sophisticated tools.

5 Conclusion

CDS alert malfunctions are a key challenge to the safety and reliability of EHRs. Best practices for preventing and managing malfunctions in alerting systems are known, and organizations should consider adopting them according to their own institutional needs and resources. At the same time, EHR vendors should provide tools and guidance to assist healthcare organizations in implementing these practices.
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Summary Points

<table>
<thead>
<tr>
<th>What was already known on the topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>• CDS alert malfunctions are common and may go undetected for long periods of time, putting patients at risk</td>
</tr>
<tr>
<td>• Institutions have inadequate tools and processes to detect and prevent alert malfunctions</td>
</tr>
</tbody>
</table>
What this study added to our knowledge

- An expert consensus-based list of best practices in 7 categories for preventing, detecting, and mitigating alert malfunctions
- Estimated difficulty of implementation and importance of implementation is provided for each best practice, to aid institutions in prioritizing which best practices to put in place
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Table 1: Best practices for knowledge management and designing, specifying, building and testing CDS alert (ranked by mean importance)

<table>
<thead>
<tr>
<th>Best Practices for Knowledge Management</th>
<th>Mean Importance</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implement a clear, standard process for submission, review, evaluation, prioritization, and creation of all new CDS.</td>
<td>4.6</td>
<td>●●</td>
</tr>
<tr>
<td>Maintain an up-to-date inventory of all CDS, including type (e.g., alert, order set, and charting templates), owners, creation and review dates, sources of evidence, clinical area(s) affected, and a short description.</td>
<td>4.5</td>
<td>●●</td>
</tr>
<tr>
<td>Manage terminologies and value sets (groupers or classes) using formal processes.</td>
<td>4.3</td>
<td>●●</td>
</tr>
<tr>
<td>For internally developed CDS alerts, periodically review the clinical evidence for each alert, make sure the alert is still clinically relevant, and update the alert as needed.</td>
<td>4.3</td>
<td>●●</td>
</tr>
<tr>
<td>Use a formal software change control process for all CDS updates</td>
<td>3.8</td>
<td>●●</td>
</tr>
<tr>
<td>Enable interested clinical end users to review the logic in human-readable format for CDS rules (e.g., in a portal or repository).</td>
<td>3.4</td>
<td>●●</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Best Practicing for Designing and Specifying CDS Alerts</th>
<th>Mean Importance</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>The teams designing and reviewing a CDS alert specification should be appropriate for the complexity and subject matter of the intervention.</td>
<td>4.5</td>
<td>●●</td>
</tr>
<tr>
<td>Have a clear, efficient process for CDS design that includes clinicians from the beginning.</td>
<td>4.4</td>
<td>●</td>
</tr>
<tr>
<td>Before building CDS interventions, have clinicians read the alert text and ask them to explain what it means, then compare that to the actual logic of the rule.</td>
<td>4.2</td>
<td>●</td>
</tr>
<tr>
<td>Conduct design reviews of CDS specifications with clinical and IT experts prior to building CDS.</td>
<td>4.1</td>
<td>●●</td>
</tr>
<tr>
<td>During the alert design phase, query the data warehouse to identify patients for whom a proposed alert would fire and verify that the alert is appropriate for those patients.</td>
<td>4.1</td>
<td>●●●</td>
</tr>
<tr>
<td>Prepare a human-readable design specification for each new or updated CDS intervention (the detail of the design specification should match the complexity of the alert logic).</td>
<td>3.9</td>
<td>●●</td>
</tr>
<tr>
<td>During the design phase, query the data warehouse to estimate firing rates, sensitivity and specificity of the proposed CDS logic.</td>
<td>3.8</td>
<td>●●</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Best Practices for Building CDS Alerts</th>
<th>Mean Importance</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Where appropriate, implement CDS using reusable value sets (e.g., groupers or medication classes) rather than lists of concepts hard-coded in the rule.</td>
<td>4.2</td>
<td>●●</td>
</tr>
<tr>
<td>Develop and enforce internal CDS build standards (i.e., naming conventions, display text consistency, key definitions).</td>
<td>4.1</td>
<td>●●</td>
</tr>
<tr>
<td>Conduct “code review” for CDS alert configuration and logic.</td>
<td>3.9</td>
<td>●●</td>
</tr>
<tr>
<td>Builders of CDS should use a checklist of best practices and common pitfalls.</td>
<td>3.6</td>
<td>●●</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Best Practices for Testing CDS Alerts</th>
<th>Mean Importance</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test and re-validate CDS after it’s moved into the production EHR environment.</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>Test all CDS after any significant changes to the EHR or interfaced software to ensure it all still works (regression testing) before putting the EHR changes into production.</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>Before bringing a new alert live, run it in “silent mode” (i.e., send alert messages to a file, rather than to users) to make sure it’s working as expected.</td>
<td>4.1</td>
<td></td>
</tr>
<tr>
<td>Develop a test plan for each new CDS intervention (the detail of the test plan should depend on the complexity of the alert logic).</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>For key alerts, query the data warehouse to identify instances where an alert should have fired and compare that to the instances where the alert fired.</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>After releasing a new alert, conduct chart reviews for a random sample of alert firings (e.g., on 10 patients) to validate alert functionality and design.</td>
<td>3.8</td>
<td></td>
</tr>
<tr>
<td>For each CDS intervention, have additional testing conducted by an individual other than the person who built it.</td>
<td>3.8</td>
<td></td>
</tr>
<tr>
<td>Deploy new CDS to a small number of pilot users and obtain feedback on the CDS before deploying it more broadly.</td>
<td>3.6</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Best Practices for deploying and monitoring CDS alerts, and collecting feedback (ranked by mean importance)

<table>
<thead>
<tr>
<th>Best Practices for CDS Alert Deployment</th>
<th>Mean Importance</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use a process where changes to vocabulary codes (e.g. codes that refer to medications or laboratory tests) made by ancillary departments (e.g. pharmacy or laboratory) are communicated to CDS builders and analyzed for impact before changes are made.</td>
<td>4.4</td>
<td>●●●</td>
</tr>
<tr>
<td>Employ a process where changes to attribute values (e.g. reference range for a test, units for a measurement, or text string to describe a quantity) are communicated to CDS builders and analyzed for impact before changes are made.</td>
<td>4.3</td>
<td>●●●</td>
</tr>
<tr>
<td>Test and deploy EHR vendor patches and upgrades in a timely manner.</td>
<td>4.1</td>
<td>● ●</td>
</tr>
<tr>
<td>Inform users of significant CDS changes.</td>
<td>3.8</td>
<td>●</td>
</tr>
<tr>
<td>Have IT staff use automated tools to migrate CDS rules between EHR system environments (e.g. test and production).</td>
<td>3.4</td>
<td>● ●</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Best Practices for Monitoring and Feedback</th>
<th>Mean Importance</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regularly review CDS for effectiveness (i.e. is it having a measurable impact on quality, safety, workflow, or efficiency?).</td>
<td>4.4</td>
<td>●●●</td>
</tr>
<tr>
<td>For CDS that uses external services, agree upon and enforce a Service Level Agreement (SLA) about uptime, response time, and accuracy.</td>
<td>4.3</td>
<td>● ●</td>
</tr>
<tr>
<td>Regularly review data on alert firing and acceptance rate data</td>
<td>4.2</td>
<td>● ●</td>
</tr>
<tr>
<td>Provide simple mechanisms (e.g. telephone or on-screen form) to allow users to provide feedback on or report issues with CDS.</td>
<td>4.2</td>
<td>●</td>
</tr>
<tr>
<td>For CDS that uses external software services, employ automated tools for uptime and performance (i.e. response time) monitoring and notification of problems.</td>
<td>4.1</td>
<td>●●●</td>
</tr>
<tr>
<td>Review help desk issues reported (e.g. in ticket tracking software) to identify potential CDS issues.</td>
<td>4.1</td>
<td>● ●</td>
</tr>
<tr>
<td>Maintain a log of CDS alert issues and malfunctions. Review the log for patterns which could help prevent future issues.</td>
<td>4.1</td>
<td>● ●</td>
</tr>
<tr>
<td>Promptly review all release notes from your EHR vendor and monitor for changes that could impact CDS.</td>
<td>4.0</td>
<td>● ●</td>
</tr>
<tr>
<td>Use automated monitoring tools to identify and alert CDS developers to potential CDS malfunctions (e.g. anomaly detectors).</td>
<td>3.9</td>
<td>●●●</td>
</tr>
<tr>
<td>Monitor the performance of your CDS engine (e.g. number of alerts processed per minute or per hour, or length of the processing queue) and its impact on overall EHR response time.</td>
<td>3.7</td>
<td>● ●</td>
</tr>
<tr>
<td>Actively solicit feedback on CDS features and functions from users on a regular basis.</td>
<td>3.6</td>
<td>● ●</td>
</tr>
</tbody>
</table>
Table 3: Best Practices for People and Governance of CDS alerts (ranked by mean importance)

<table>
<thead>
<tr>
<th>Best Practices for People and Governance of CDS Alerts</th>
<th>Mean Importance</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>When safety events occur, have individuals who are knowledgeable about CDS participate in root cause analyses to identify potential EHR issues and CDS opportunities.</td>
<td>4.5</td>
<td>●●</td>
</tr>
<tr>
<td>Employ a CMIO who is knowledgeable about CDS and the specific CDS features of the organization’s EHR.</td>
<td>4.5</td>
<td>●●</td>
</tr>
<tr>
<td>Form a multi-disciplinary CDS committee (e.g., nursing, physicians, lab, pharmacy, risk management, IT, informatics, quality) composed of both administrators and clinical users.</td>
<td>4.4</td>
<td>●●</td>
</tr>
<tr>
<td>Involve and update appropriate senior management about CDS’s effect on quality and safety on a regular basis.</td>
<td>4.0</td>
<td>●●</td>
</tr>
<tr>
<td>Create hybrid positions that blend responsibilities, knowledge, and experience in clinical quality, patient safety, and informatics.</td>
<td>3.8</td>
<td>●●</td>
</tr>
<tr>
<td>Train EHR support analysts on CDS so they can triage issues or help end users as appropriate.</td>
<td>3.8</td>
<td>●●</td>
</tr>
</tbody>
</table>